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Abstract. Exhaustive key search is the simplest attack against a cryp-
tosystem, but it is sometimes the most realistic. This is specially true
for carefully designed block ciphers for which advanced cryptanalysis
(e.g. linear, differential) is not applicable. In this paper, we first update
the cost of an exhaustive key search of the Data Encryption Standard
(DES) using Field Programmable Gate Arrays (FPGAs). Then we illus-
trate how a time-memory tradeoff attack can be mounted for a similar
cost, with much more dramatic consequences.

1 History

People have questioned the security of the DES [9] for a long time and there
has been much speculation on its design principles, e.g. for the cryptographic
significance of the S-boxes. However, in practice, no other attack has been as
intensively discussed (and demonstrated) as exhaustive key search. Even nowa-
days, the major concern about the security of the DES is its too short key
length. In this section, we briefly review certain historical results of exhaustive
key search machines.

The first exhaustive DES key search machine estimation was proposed by Diffie
and Hellman in 1977 [4] and contained 10° DES chips, with an estimated cost
of US$ 20M (Million) and a 12-hour expected search time. They argued that
this was out of reach for almost everybody, excepted organizations like the Na-
tional Security Agency (NSA), but that by the 1990s, the DES would be totally
insecure. Meanwhile, hardware implementations of the DES slowly approached
the million-encryption-per-second requirement of Diffie and Hellman’s special-
purpose machine. By 1987, chips performing 512 000 encryptions per second
were being developed.

Subsequently, Quisquater and Delescaille studied the related question of col-
lision search in the DES in [11], while Quisquater and Desmedt investigated the
cost of a random key search machine compared to a systematic search in a table
n [12]. They also suggested that distributed computing could be a solution for
such computationally intensive problems.



In 1993, Wiener [18] provided a gate-level design for a US$ 1M machine using
57 600 DES chips with an expected success in 3.5 hours. Every chip contained
16 pipeline stages, running at a clock frequency of 50 Mhz, going on with the
popular story of “DES crackers”.

At the 1997 annual RSA Cryptographic Trade Show in San Francisco, a prize
was announced for cracking a DES cryptogram. The prize was claimed in five
months, by a loose consortium using computers scattered around the Internet.
It was the most dramatic success so far for an approach earlier applied to factor-
ing and to breaking cryptograms in systems with 40-bit keys. At the 1998 RSA
show, the prize was offered again. This time, it was claimed in 39 days.

Finally, to prove the insecurity of the DES, the Electronic Frontier Foundation
(EFF) built the first unclassified hardware for cracking DES. On Wednesday,
July 17, 1998, the EFF DES Cracker [5], which was built for less than US$
200 000, easily won the RSA Laboratories’s “DES Challenge II” contest. It took
the machine less than 3 days to complete the challenge, shattering the previous
record of 39 days set by a massive network of ten thousand computers.

2 Cost updates

Due to its potential to greatly accelerate a wide variety of applications while
maintaining good flexibility, reconfigurable computing has gained importance
in the industrial development of digital signal processing applications. FPGAs
notably allowed to develop extremely fast and compact encryption architectures
of various block ciphers including the DES, e.g. in [14]. These designs have been
used to perform the fastest-known experimental linear cryptanalysis of the DES
in [15].

It is usually considered that the major problem of current reconfigurable de-
vices is their high individual cost. Latest Xilinx Virtex-II® devices can presently
cost up to US$ 1 000. However, regarding cheaper technologies, Xilinx® recently
announced (October 6, 2003) breakthrough price points for its low cost Spartan-
3@ family. Table 1 compares some implementation results of a 37 pipeline stages
unrolled DES for these two technologies.

l Device [Virtex-II® Spartan-3®
Nbr of LUTs 3775 3780
Nbr of registers 4387 4408
Nbr of slices 2965 2958
Clock frequency (Mhz) 333 180
Encryption rate (Gbits/sec) 21.3 11.5

Table 1. DES implementation results.



Regarding price constraints, the 351000 Spartan-3® device with 1 million system
gates is available for under US$ 12. It contains 7 680 slices and can consequently
embed 2 DES designs. Considering a realistic clock frequency of 134 Mhz, we
may therefore assume an encryption rate of 2 x 134.105 ~ 22® encryptions per
second for US$ 12.

These predictions already suggest that the use of recent (low cost) reconfigurable
devices can be relevant for exhaustive key search attacks against block ciphers.
As a practical estimation, a US$ 12 000 machine could break DES in about 3
days, presently or in the near future. Although these estimations do not take the
development costs into account and must therefore be relativized, they clearly
underline that the cost of a DES cracker is presently reachable for most organi-
zations, including universities. In the next section, we show how time-memory
tradeoff attacks can be implemented for a similar cost.

3 Time-Memory Tradeoffs

A cryptanalytic time-memory tradeoff allows the cryptanalysis of any k-bit key
cryptosystem in O(K §) operations’ with O(K %) storage, if a precomputation
of O(K) operations was performed beforehand. Such tradeoffs were initially sug-
gested by Hellman in 1980 [7]. In this section, we investigate a variant denoted
as “time-memory tradeoff using distinguished points”, originally suggested by
Rivest in [3] and practically implemented using FPGAs in [16]. The technique
was also discussed in [1]. As we only intend to discuss the implementation cost
of such attacks, we refer to the original papers for further theoretical considera-
tions.

3.1 Brief description

A time-memory tradeoff using distinguished points method is composed of a
precomputation task and an online attack.

Precomputation task: A chain is formed by a number [ of encryptions involv-
ing a chosen plaintext and [ different keys. The chaining is obtained by using
every block cipher output as the next stage key. A defined property holds for
the first and last keys and we call them distinguished points (DP). During the
precomputation, a number of chains are computed and start points, end points
and the corresponding chain lengths are stored in a table.
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Fig. 1. Precomputation task.

Online attack: Let the chosen plaintext be encrypted with a secret key and
intercepted by an attacker. During the attack, he can use the resulting ciphertext
as a key and start a chain until he finds a DP. Then, he checks if this end point
is in the precomputation table, takes the corresponding start point and restarts
chaining until he finds the ciphertext again. The secret key is its predecessor in
the computed chain.
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Fig. 2. Online attack.

From these descriptions, it is clear that the actual probability of success of the
attack depends on how the precomputed chains cover the key space. Unfortu-
nately, there is a chance that chains collide or merge. The larger is a table, the
higher is the probability that a new chain merges with a previous one. Therefore,
to obtain a higher probability of success, one generates multiple tables by using
different mask function at the end of the encryption. A simple and efficient mask
function is a XOR with a constant value (see [16]).

3.2 Implementation

As it is possible to use efficient FPGA implementations of block ciphers to per-
form exhaustive key search, we can adapt a pipeline design in order to carry out
the precomputation part of the time-memory tradeoff attack. In this section, we
present a generic design for precomputing encryption chains with distinguished
points.



In general, if the targeted block cipher is implemented as a p-stage pipeline
design, we will deal with p different chains in parallel. A simple solution to man-
age this task is to store the different start points (denoted as K, Ks,...,K))
in a p-stage shift register as represented in Figure 3. In this architecture, the
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Fig. 3. FPGA precomputation design.

block cipher output always corresponds to an intermediate point in the chain
for which the start point is available at the shift register output. Every time a
distinguished point is detected, we output the resulting end point and increment
the corresponding start point in order to initialize a new chain. In addition, a
different mask function (represented as a bitwise @ with a constant Boolean
vector in the figure) can be applied to every computed chain. This design can
obviously be parallelized for different mask functions. Finally, p additional coun-
ters are required in order to compute the different chain lengths, although it is
not represented in Figure 3.

The major advantage of this scheme is that it only requires an efficient block
cipher implementation and a few additional resources (e.g. counters). Moreover,
due to the “shift register-pipeline” structure, it does not imply any complex in-
terface to output the results and does not reduce the block cipher clock frequency.
As a consequence, it allows the precomputation tables for time-memory tradeoffs
to be computed at roughly the same cost and throughput as an exhaustive key
search.



3.3 Practical attacks

The previous design suggests that the precomputation task of a time-memory
tradeoff attack can be performed as efficiently and for a similar cost as exhaus-
tive key search, i.e. around US$ 12 000. Let us now investigate the consequences
if such precomputations were made public.

Say, for example, that precomputations against the DES are performed with
average chain length of 2! and 2!9 different mask functions (these are the typi-
cal parameters suggested by Hellman). We also assume that every table contains
around 2'® start points so that the key space is sufficiently covered by the pre-
computed chains? According to these parameters, the processing complexity of
the online attack equals 238. Assuming a computational power of 228, provided
by a single US$ 12 FPGA, the DES would be broken in half an hour, with high
probability.

Before to conclude, remark that, from a practical point of view, time-memory
tradeoff attacks have recently attracted significant attention within the crypto-
graphic community because of two major results against “real-world” devices.
These facts probably ended the “DES crackers” success story.

First, in 2002, Clayton and Bond [2] described experiments to attack the IBM
4758 CCA® device, used in retail banking to protect the ATM infrastructure.
This practical scheme collected the necessary data in a single 10-minute session.

Secondly in 2003, a Swiss team from the EPFL? used a time-memory trade-
off device to implement an attack on MS-Windows® password hashes. Using 1.4
GB of data, they were able to crack 99.9% of all the alphanumerical passwords
hashes (from a set of 237 items) in 13.6 seconds. In addition, Oechslin [10] de-
scribed an alternative solution to reduce the number of table lookups during the
online attack, using rainbow tables.

4 Conclusion

This paper shortly updated the cost of an exhaustive key search attack against
the DES, using recent and low cost FPGA devices. In addition, we suggested
that the precomputation cost of a time-memory tradeoff attack is comparable
to exhaustive key search, while the consequences of such attacks are by far more
dramatic. In practice, such precomputations could be performed in less than one
week for US$ 12 000 and the resulting online attack would break a DES key with
high probability, in half an hour, using a single US$ 12 FPGA.

2 Still, the precomputation is not perfect due to collisions, as explained in [16].
3 EPFL: Ecole Polytechnique Federale de Lausanne.
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