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1. A box contains 4 light bulbs, two of which are defective. We want to find the llfimarksl 
defective bulbs by randomly testing them one at a time (without replacement). Let Nl 
be the random variable denoting the number of tests until we find the first defective bulb, 
and let N2 denote the number of tests until we find the second defective bulb. 

(a) Find the marginal probability mass function (PMF) of Nl ,  denoted pl(nl) .  

(b) Find the conditional PMF of N2 given Nl, denoted p2p (n2 Inl). Present your an- 
swers in tabular form. 

(c) Find the joint PMF of Nl and N2. Again, present your answers in a table. 

(d) Find the marginal PMF of N2. 

2. A drunk student starts out from a lamppost located near a sidewalk (see Figure 1161 
below). Each step he takes is of equal length I = lm.  The student is however so drunk 
that the direction of each step, i.e. whether it is to the right (positive x) or to the left, 
is completely independent of the preceding steps. Assume that each time the student 
takes a step, the probability of a step to the right is p, while that of a step to the left is 
q = 1 - p. We are interested in the probability distribution of the final displacement of 
the student after he has taken n steps, where n is a given positive integer. 

(a) Out of n steps, let K denote the total number of steps to  the right. Find the 
probability mass function of K and indicate the range of its possible values. 

(b) Let X denote the final displacement (in units of I) of the student after taking n 
steps. Obtain a relationship between X and K, and find the expected value and 
standard deviation of X. 

(c) In the special N = 3 and p = 4, find the PMF of X and clearly indicate the range 
of its possible values. 
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3. Let X be a random variable uniformly distributed on [O, 11. Also, let Y be a random 
variable exponentially distributed with parameter X = 1, independent of X. The random 
variables W and Z are defined as follows: 

(a) Find the joint PDF, say f (x, y), of X and Y. 

(b) Using the method of transformations find the joint probability density function 
(PDF) of W and Z, say g(w, a). 

(c) Sketch the region E of the (w , 2)-plane over which the PDF g(w, a) is non-zero. 

(d) Find the marginal PDF of W, say h(w). 

4. The random variables X and Y are are uniformly distributed over the region D  given 116 marks I 
by 

D =  {(x,y) E [0,112 : y 5 1 -x)U{(x,y)  E [-1,012 : y 2 - ( l + x ) )  

(a) Sketch the region D. 

(b) Find the joint PDF f (x, y )  of X and Y. 

(c) Find and sketch the marginal PDF of Y. What is the mean value of Y? 

(d) Find the correlation coefficient of X and Y. 

5. The customer service time at a certain bank can be modeled as a RV with PDF [marks[ 

where a > 0 is an unknown parameter. 

In order to estimate a,  you decide to poll n customers who recently visited the bank 
and apply a so-called maximum log-likelihood estimator on the data. Let Xi denote 
service time of the i th customer (i = 1 , .  . . , n)  in the poll. Assume that the RVs Xi are 
independent and identically distributed as in equation (1). 

(a) What are the expected value and variance of the service time X in (I)? 

(b) Find f (xl , .  . . , x,), the joint PDF of the RVs X I , .  . . , X,. 
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(c) Assuming that all the variables xi are positive, find an expression for the log- 
likelihood function, defined as 

(d) The value of a at which L(xl , .  . . , x,) attains a maximum, denoted &, is called 
maximum likelihood estimator of a. Obtain 6 = b(xl , .  . . , x,) as a function of 
XI, . . . ,x,. 

(e) Define the RV 
Y = &(X1, . . . ,Xn)  

Find an approximation for the PDF of Y, say g(y), valid in the limit of n large. 

(f) How large should be n so that Y is within 5% of its mean value a t  least 19 times 
out of 20. 

6. A white noise process X(t)  with power spectral density (PSD) level Pw is passed 116 marks] 
through an LTI system with frequency response H ( w ) ,  such that the resulting output 
signal Y(t) has the following PSD: 

where R > 0 is the desired output bandwidth. 

(a) Assuming that the phase response of the LTI filter is zero, i.e. dH(w) = 0, find its 
impulse response h(t)  . 

(b) Find the autocorrelation function of the process Y(t). 

(c) Y(t) is passed through a modulator whose output is given by 

where w, is a deterministic carrier frequency and Q is a random phase indepen- 
dent of Y(t), uniformly distributed within (-T, T ] .  Show that Z(t)  is WSS. (Hint: 
2 cos(A) cos(B) = cos(A - B)  + cos(A + B)). 
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Appendix: Table of values of the standard normal CDF 
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