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1. (a) X is a random variable of mixed type since it is continuous except
for discontinuity at 0 and at 1.
(b)

P (X ≥ 5) = 1 − P (X < 5) = 1 − F (5−) = 0

P (X < 0) = F (0−) = 0

P (X ≤ 0) = F (0) =
1

4

P (
1

4
≤ X < 1) = F (1−) − F (

1

4

−

) =
3

16

P (
1

4
≤ X ≤ 1) = F (1) − F (

1

4

−

) =
11

16

P (X >
1

2
) = 1 − P (X ≤

1

2
) = 1 − F (

1

2
) =

5

8

2. (a) It can be seen that CDF F (x) is flat except for a finite number
of jumps, so X is a discrete RV.

(b)

p(x) =







































x < −2 0
x = −2 F (−2) − F (−2−) = 1/4 − 0 = 1/4
x = −1 F (−1) − F (−1−) = 1/4 − 1/4 = 0
x = 0 F (0) − F (0−) = 1/2 − 1/4 = 1/4
x = 1 F (1) − F (1−) = 3/4 − 1/2 = 1/4
x = 2 F (2) − F (2−) = 1 − 3/4 = 1/4
x > 2 0
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(c) Assuming Y = X2 then Ry = {0, 1, 4}

p(y) =























y < 0 0
y = 0

∑

x2=0 p(x) = p(x = 0) = 1/4
y = 1

∑

x2=1 p(x) = p(x = 1) + p(x = −1) = 1/4 + 0 = 1/4
y = 4

∑

x2=4 p(x) = p(x = 2) + p(x = −2) = 1/4 + 1/4 = 1/2
y > 4 0

3. Let p be the probability function of X and F be its distribution func-
tion. We have

p(i) = (
5

6
)i−1(

1

6
), i = 1, 2, 3, . . .

F (x) = 0 for x < 1. If x ≥ 1, for some positive integer n, n ≤ x < n+1,
and we have that

F (x) =
∑n

i=1(
5
6)i−1(1

6)

= 1
6 ∗

1−( 5

6
)n

1− 5

6

= 1 − (5
6)n

Hence

y =

{

0 if x < 1
1 − (5

6 )n if n ≤ x < n + 1, n = 1, 2, 3, . . .

4.
∑

∞

k=0 P (X > k) = P (X > 0) +P (X > 1) +P (X > 2) + · · ·
= P (X = 1) +P (X = 2) +P (X = 3) + · · ·

+P (X = 2) +P (X = 3) + · · ·
+P (X = 3) + · · ·

= 1 · P (X = 1) +2 · P (X = 2) +3 · P (X = 3) + · · ·
= E[X].

5. There are two ways to solve this problem:
(a)

E(Y ) =
∑

∞

k=0 Y ∗ pk

=
∑

∞

k=1(k − 1)pk

=
∑

∞

k=0(k − 1)pk + p0

= E(X) − 1 + p0
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E(Y 2) =
∑

∞

k=0 Y 2 ∗ pk

=
∑

∞

k=1(k − 1)2pk

=
∑

∞

k=0(k − 1)2pk − p0

=
∑

∞

k=0(k
2 − 2k + 1)pk − p0

= E(X2) − 2E(X) + 1 − p0

(b) (Optional) Define Moment Function as:

Γ(z) = E(zn) =
∞

∑

n=−∞

pnzn

Differentiating Γ(z) k times, we obtain

Γ(k)(z) = E[n(n − 1)(n − 2) · · · (n − k + 1)zn−k]

With z = 1, this yields

Γ(k)(1) = E[n(n − 1)(n − 2) · · · (n − k + 1)]

In particular, that Γ(1) = 1, Γ′(1) = E(n) and Γ′′(1) = E(n2) − E(n)
In this problem, it is obvious that Γy(z) = p0 + z−1[Γx(z) − p0].
Therefore

Γ′

y(z) = z−1(zΓ′

x(z) − Γx(z) + p0)

and
Γ′′

y(z) = z−1(z2Γ′′

x(z) − zΓ′

x(z) + Γx(z) − p0)

Let z = 1 and we have Γ(1) = 1, Γ′(1) = E(n) and Γ′′(1) = E(n2) −
E(n). Therefore

E(Y ) = E(X) − 1 + p0, E(Y 2) = E(X2) − 2E(X) + 1 − p0

6. Let X be the number of children they should continue to have until
they have one of each sex. Let B be the event that the first child is a
boy. Then

P (X = i) = P (X = i|B)P (B) + P (X = i|Bc)P (Bc)
= (1

2 )i−2(1
2 ) · 1

2 + (1
2 )i−2(1

2) · 1
2

= (1
2 )i−1

So

E(X) =
∞
∑

i=2

i(
1

2
)i−1 = −1 +

∞
∑

i=1

i(
1

2
)i−1 = 3
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7. (a)Let X be the number of trials required to open the door. Clearly,

P (X = x) = (1 −
1

n
)x−1 1

n
, x = 1, 2, 3, . . .

Thus
E(X) =

∑

∞

x=1 x(1 − 1
n
)x−1 1

n

= 1
n

1
[1−(1− 1

n
)]2

= n

To calculate V ar(X), first we find E(x2). We have

E(X2) =
∑

∞

x=1 x2(1 − 1
n
)x−1 1

n

= 1
n

∑

∞

x=1 x2(1 − 1
n
)x−1

= 1
n

1+(1− 1

n
)

[1−(1− 1

n
)]3

= 2n2 − n

Therefore
V ar(X) = (2n2 − n) − n2 = n(n − 1)

(b) Let Ai be the event that on the ith trial the door opens. Let X
be the number of trials required to open the door. Then

P (X = k) = P [Ac
1 ∩ Ac

2 ∩ . . . ∩ Ac
k−1 ∩ Ak]

= P (Ak|A
c
1 ∩ Ac

2 ∩ . . . ∩ Ac
k−1)∗

P (Ac
k−1|A

c
1 ∩ Ac

2 ∩ . . . ∩ Ac
k−2)∗

· · · ∗ P (Ac
2|A

c
1) ∗ P (Ac

1)

= 1
n−k+1

∏n
i=n−k+2

i−1
i

= 1
n
.

E(X) =

n
∑

i=1

i ∗
1

n
=

n + 1

2

E(X2) =
n

∑

i=1

i2 ∗
1

n
=

(n + 1)(2n + 1)

6

V ar(X) =
(n + 1)(2n + 1)

6
− (

n + 1

2
)2 =

n2 − 1

12
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